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Abstract
Kelvin probe force microscopy (KPFM) adapts an atomic force microscope to measure electric
potential on surfaces at nanometer length scales. Here we demonstrate that Heterodyne-KPFM
enables scan rates of several frames per minute in air, and concurrently maintains spatial
resolution and voltage sensitivity comparable to frequency-modulation KPFM, the current
spatial resolution standard. Two common classes of topography-coupled artifacts are shown to
be avoidable with H-KPFM. A second implementation of H-KPFM is also introduced, in which
the voltage signal is amplified by the first cantilever resonance for enhanced sensitivity. The
enhanced temporal resolution of H-KPFM can enable the imaging of many dynamic processes,
such as such as electrochromic switching, phase transitions, and device degredation (battery,
solar, etc), which take place over seconds to minutes and involve changes in electric potential at
nanometer lengths.

Keywords: nanoelectronics, nanometrology, atomic force microscopy, surface characterization,
graphene, semiconductors

(Some figures may appear in colour only in the online journal)

1. Introduction

The original amplitude-modulation Kelvin probe force
microscopy (AM-KPFM) method [1] has been used in
numerous studies investigating nanoscale phenomena
including: potential contrast between metals [2], components
of integrated circuits [3], semiconductor doping [4], pn
junctions [5], self-assembled monolayers [6], Langmuir films
[7], crystal orientation of metals [8], and biomolecular bind-
ing to DNA [9]. Developments such as lift mode [10] alle-
viated problems with adhesion and allowed the investigation
of softer surfaces [11, 12]. AM-KPFM may seem suited for
fast measurements, as it can operate quickly, and scan speeds
of over 1 mm s−1 have been reported [9]; however, in AM-
KPFM, the voltage contrast is typically only a qualitative
representation of the surface potential due to an averaging

effect of the cantilever, the stray capacitance effect [10, 13–
15]. Moreover, AM-KPFM is susceptible to a class of arti-
facts that originate from interfering signals and appear in
traditional KPFM measurements as topographical coupling
[16–19].

The development of frequency-modulation (FM) KPFM
[20] improved spatial resolution and repeatability [21–23] and
has been used to quantitatively compare nanoscale potentials
with macroscopic work functions on both semiconductors
[24] and graphene [23], to identify semiconductor crystal
orientations [25], to characterize lipid self-organization [26],
to quantify band bending at grain boundaries [27], to study
charge transport and trapping in quantum dots [28], and to
investigate the charge distribution at sub-molecular and
atomic length scales [29, 30]. However, dynamics are difficult
to measure with FM-KPFM because of its slow scan speeds—
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the result of potential and topographic feedback loops
detected near the same cantilever resonance, limiting detec-
tion bandwidth [21, 22].

Techniques that try to couple the repeatability and spatial
resolution of FM-KPFM with enhanced time resolution
include time resolved electrostatic force microscopy and
pump-probe KPFM, which both probe the dynamic response
to an impulse point-by-point [31, 32], and open loop (OL)
KPFM techniques, which eliminate the KPFM voltage feed-
back loop [33–35]. However, not every dynamic process is
caused by an impulse, and the typical scan speed with high-
resolution OL techniques is about 1 μm s−1 [33, 35], slower
than AM-KPFM.

Operation in air is necessary to study biological mole-
cules such as lipids and DNA [9, 36] and to study solar cell
properties such as open-circuit voltage and degradation in
realistic operation conditions [37, 38]. However, develop-
ments of KPFM have often focused on operation in vacuum
[20, 39]. In air, challenges such as vastly lower Q factors,
which reduce sensitivity, and a thin adhesive water layer must
be overcome [40].

A recent technique, Heterodyne (H) KPFM, operates
similarly to FM-KFPM but separates the topography and
voltage signals by hundreds of kHz [39]. Originally, in
vacuum, the separation was utilized to increase the voltage
sensitivity through amplification by the second cantilever
eigenmode, while maintaining spatial resolution equal to FM-
KPFM [39, 41]. Measurements in vacuum show that
H-KPFM, like FM-KPFM, avoids the stray capacitance arti-
fact that affects AM-KPFM [15].

Here we demonstrate that H-KPFM combines the
repeatability and spatial resolution of FM-KPFM with scan
speeds of up to 32 μm s−1 (1×1 μm, 256×256 pixels,
16 s, trace and retrace). Moreover, H-KPFM achieves its time
resolution without requiring an impulse. We show that it is
not susceptible to several topographical artifacts that hinder
the other KPFM methods. We demonstrate that it is compa-
tible with lift mode. A second implementation of H-KFPM is
also introduced, in which the topography is detected with the
second cantilever resonance and the voltage with the first, for
additional voltage sensitivity. The temporal resolution, volt-
age contrast, and spatial resolution of H-KPFM are each
compared to those of both FM- and AM-KPFM. It is deduced
that H-KPFM improves upon the spatial resolution of AM-
KPFM and improves upon the scan speed of FM-KPFM,
resulting in a new technique with improved performance in
ambient conditions.

2. Implementation

2.1. Analysis of the KPFM method

In KPFM, a signal, SK, is generated by applying an AC
voltage, VAC, at frequency f to a conductive tip above a
grounded sample. A feedback loop applies a KPFM voltage,
VK, to the probe so that SK vanishes. The signal on which the

KPFM feedback acts is:

( ) ( )z= - +S V V , 1jK K 0

where = -V V V0 tip sample is the contact potential difference
between the tip and sample when both are grounded, and

( )z zº Vj j AC is the sensitivity, which depends on the KPFM
technique used (indicated through the subscript j), VAC,
the probe geometry, and imaging settings: such as the
lift height (table of variables in appendix A). When

= - = -V V V VK 0 sample tip, the signal vanishes. An image is
created from the recorded VK as the cantilever raster scans the
surface. The KPFM signal is written in the form of
equation (1) in order emphasize the similarity of H-KPFM
to prior KPFM techniques and to facilitate their comparison.

In AM-KPFM, SK is detected at the same frequency as
the applied VAC ( in figure 1), i.e. =f fD A for AM-KPFM.
Here we calculate the force above a conducting sample by
modeling the tip-sample system as an metallic capacitor with
energy =U CV1 2 2. The case for semiconductors is more
complicated, but KPFM feedback operation is similar, and
reduces to the metal case in the heavily doped limit [42]. The
force on the cantilever has components at frequencies DC, fD,
and f2 D. The vertical force on the cantilever at frequency fD is
then [10]:

( ) ( )= - ¢ +F C V V V , 2f AC K 0D

where ¢ =C C
z

d
d
. We assume that the motion of each cantilever

eigenmode is purely along the z-axis so that the transfer
function of the cantilever ( )G f relates the driving force on the

Figure 1. In H-KPFM ( , a and b) an alternating voltage is applied at
a frequency -f f2 1 ( ). The cantileverʼs response is mixed with
oscillation at the carrier frequency in order to be detected at one
resonance ( ). The carrier oscillation occurs at another resonance
and is also used to maintain time-averaged distance to the surface (∣).
Likewise, in the sideband implementation of FM-KPFM (, c), a
voltage is applied and the response detected at different frequencies:
the alternating voltage is applied at �f fA 1 and detected at +f f1 A.
In AM-KPFM ( , d), the alternating voltage is applied at the same
frequency at which the cantilever response is detected ( ). The
magnitude of the cantilever transfer function ( )G f with each
eigenmode modeled as a point-mass, is shown in (e).
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tip to the oscillation amplitude Af of the cantilever:

( ) ( )=A G f F . 3f D fD D

The optical lever sensitivity ( )g f relates the signal generated
at the photodetector to the amplitude of cantilever oscillation,
so that:

( )
( ) ( ) ( ) ( )

g

g

=

=- ¢ +

S f A

f G f C V V V

,

. 4
D f

D D

photo

AC K 0

D

The signal from the photodetector is recorded by a
quadrature lock-in amplifier (LIA) with relative phase fD:

( )
[ ( ) ( ) ( ) ]

( ) ( ) ( ) ( )

g

g

= - ¢ +

= - ¢ +

f

f p+⎡
⎣⎢

⎤
⎦⎥

S f G f C V V V

S f G f C V V V

Re e ,

Re e , 5

D D

D D

LIA
i

AC K 0
i

LIA
q

AC K 0
i

2

D

D

where SLIA
i and SLIA

q are the in-phase and quadrature
components of the signal, respectively, at the LIA. The
KPFM feedback loop operates on SLIA

i , and when put in the
form of equation (1) is:

( ) ( )zº = - +S S V V , 6K LIA
i

AM K 0

where the sensitivity of AM-KPFM is:

[ ( ) ( ) ] ( )z g= ¢ ff G f C VRe e . 7D DAM AC
i D

The relative phase of the LIA, fD, is adjusted in order to
maximize the sensitivity for all techniques.

In H-KPFM and FM-KPFM, the cantilever is shaken
with amplitude ACA at the carrier frequency fCA by a non-
electrostatic method (here, photothermally), VAC is applied at
fA, and the KPFM signal is detected at fD (∣, , and ,
respectively, in figure 1). The oscillation ACA is used for
topography control in single-pass mode, but is also critical for
the H-KPFM signal, and so must be present, even when lift
mode is used. We assume that the cantilever position is well-
approximated by the sinusoidal motion at fCA (figure 1), so
that:

( ¯) ( ) ( )p f- = +z z A f tcos 2 , 8CA CA CA

where z is the instantaneous tip-sample separation, z̄ is the
time-averaged separation, ACA is the amplitude of the carrier
oscillation, and fCA is the phase. Here we Taylor expand the
tip-sample electrostatic force around its time-averaged height
z̄ so that the capacitive force on the cantilever is [39]:

[ ( )]
[ ( ) ] ( )

p f
p f

= ¢ + +

´
+ + +

F C C A f t

V f t V V

cos 2

cos 2
2

. 9

CA CA CA

AC A A K 0
2

As in AM-KPFM, a term linear in VAC is used for the
KPFM feedback, and there are three frequencies at which
such a signal is generated: +f f f,A A CA, and ∣ ∣-f fA CA . The
force at the first frequency, proportional to ¢C , is used for
AM-KPFM (see equation (2)), while the forces at the second
and third frequencies, each proportional to C , are used for

H-KPFM. Then, up to a phase shift, each force is:

( ) ( )= - +F
C A

V V V
2

. 10f
CA

AC K 0D

Like Sugawara et al [39], we choose = +f f fD A CA. The
case ∣ ∣= -f f fD A CA results in an equivalent force. Then, as
with AM-KPFM above, the signal used for H-KPFM
feedback depends on the cantilever transfer function and the
optical lever sensitivity at the detection frequency, so that the
signal at the photodiode is, up to a phase shift:

( ) ( ) ( ) ( )g
= - +S

f G f C A
V V V

2
. 11D D

photo
CA

AC K 0

Once the phase shift is included, the H-KPFM feedback
signal is put in the form of equation (1) with sensitivity:

( ) ( ) ( )( )z
g

= f f f+ +
⎡
⎣⎢

⎤
⎦⎥

f G f A
C VRe

2
e . 12D D

H
CA

AC
i DCA A

Thus the sensitivity of H-KPFM differs from AM-KPFM both
by it dependence on C instead of ¢C and by its dependence
on the carrier oscillation amplitude ACA. If it is necessary to
scan far from the surface, ACA can be increased to enhance
sensitivity. Note that FM-KPFM similarly depends on
ACA [22].

In H-KPFM, both the detection frequency, fD and the
carrier oscillation frequency, fCA, are free to be chosen, and
once chosen, determine the frequency at which VAC is
applied, fA. Earlier works on H-KPFM considered the case

=f fCA 1, the first cantilever resonance, and =f fD 2, the
second cantilever resonance [15, 39, 41]. In this article, this
implementation is called ‘H2’ for heterodyne amplified by the
second cantilever resonance. Here the case = =f f f f, DCA 2 1
is also considered, for enhanced sensitivity, and we call it
‘H1’ because SK is amplified by the first resonance.

2.2. Experimental setup

All methods are implemented on a commercial AFM
(Cypher, Asylum Research). The motion of a platinum-coated
cantilever is measured with an optical lever employing a
860 nm laser and detected by a quad-photodiode. The optical
lever sensitivity is determined for each eigenmode from
amplitude versus distance curves, and the spring constants are
determined by fitting the cantileverʼs thermal spectrum
(table 1).

KPFM is implemented using two direct digital synthe-
sizers (DDSs), each paired with a LIA. In particular, the
cantilever is excited at fCA photothermally by DDS B
(figure 2) for topography control. DDS A generates an AC
voltage at frequency fA that is applied to the probe. LIA A
detects the cantileverʼs oscillation at fD. The relative phases of
signals from DDS A and B are maintained through the syn-
chronization of the AFMʼs internal clock. To measure the
transfer function of the KPFM loop, DDS C is used to apply
an AC voltage, Vp to the substrate. LIA C detects the response
of VK to the perturbation.

AM feedback is used for the topographical loop for all
KPFM methods. In our earlier experiment [43], an FM
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feedback loop controlled the tip-substrate distance while
maintaining attractive-mode scanning [44]. Although FM
topography feedback is adapted from the original imple-
mentation of H-KPFM [39], it contains one major dis-
advantage: the frequency shift is a non-monotonic function of
distance [45] and so the tip collides with the surface when its
motion deviates too far from the topography setpoint. With
AM topography control the feedback operates on a signal that
is monotonic with distance, except at one bistability that can
be avoided [44]. When AM feedback is used for topography,
small perturbations, that once destroyed probes, no longer
affect scan stability.

The settings for the different KPFM techniques are
chosen to realistically represent each techniqueʼs capabilities
and are similar to those of previous experiments [21, 22]. FM-
KPFM is implemented with sideband detection [22]: =f fCA 1
and = +f f fD 1 A, and the modulation frequency =f 2 kHzA
is maintained. For AM-KPFM, VAC is applied at f1, and the
topography loop operates at f2. For H-KPFM, the H1 imple-
mentation uses =f fCA 2 and =f fD 1, while =f fCA 1 and

=f fD 2 for H2 (see figure 1). For all methods, =V 1 V.AC
All scans are performed on a micron-sized flake of few-

layer graphene (FLG) on boron doped silicon with a thin
native oxide layer (15–25Ωcm, Virginia Semiconductor),
prepared by exfoliation [46]. Both flakes of highly ordered
pyrolytic graphite (HOPG) and FLG are observed with AFM.
The HOPG is a few tens of nm tall and causes band bending
in the Si surface potential at its edges but has negligible patch
potentials. The FLG is » 1 nm high and does not change the

surface potential of Si around it but is covered with patch
potentials. Because the FLG/Si boundary has less topography
change, and a surface potential profile that is symmetric
around the boundary, it is chosen for the following
measurements.

2.3. Eliminating artifacts

Several artifacts originate from signals interfering with the
Kelvin probe signal, SK [16, 17, 19, 47]. Examples of such
signals include AC coupling between VAC and a piezo in the
cantilever holder (figure 3) or detection of the topography
oscillation (at fCA) within the LIA bandwidth (table 2). The
resulting signal detected at the LIA contains both the desired
signal, SK, and an extraneous signal, SE, and is given by:

( )= +S S S . 13LIA
i

K E

Table 1. Example cantilever characteristics.

Name f1 (kHz) k1 (N m−1) Q1 g1 (V nm−1) f2 k2 Q2 g2

HQ:CSC35/Pt-C (μmasch) 130 5.0 230 0.030 810 88 440 0.070

Figure 2. A feedback loop controls the separation between a
photothermally driven cantilever and the sample through the
cantileverʼs oscillation amplitude by adjusting the sample height
(left). A voltage VAC at frequency fA is added to VK, the KPFM
voltage, and applied to the probe. The cantilever oscillation at fD is
then detected by lock-in amplifier B and used by a feedback loop to
control the DC voltage applied to the cantilever (right). A third lock-
in amplifier measures the response of VK to a perturbation in order to
deduce the KPFM transfer function.

Figure 3. H-KPFM removes the distortion caused by AC coupling in
the KPFM signal versus detection frequency curves (SLIA

i versus fD
and SLIA

q versus fD). At the first eigenmode, the in-phase (i) and
quadrature (q) components of the AM-KPFM signal (a, b) show little
distortion, but at the second eigenmode (e, f), distortion due to
inductive AC coupling between the KPFM voltage and tip holder,
which increases with frequency, is observed. (c, d, g, h) Heterodyne
excitation generates no distortion. The KPFM voltage applied to the
tip, VK, is sampled at values above and below the contact potential
difference. Similar measurements were used to detect AC coupling
in [16].
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A setpoint, Ssp for the voltage feedback loop is chosen to
compensate for SE (above we assume =S 0E , and so a
setpoint is not needed). When both SE and Ssp are included,
the Kelvin probe loop detects the voltage:

( )= - +V V V , 14K 0 E

which contains an extraneous voltage:

( )
z

=
-

V
S S

. 15
j

E
E sp

The topography is imprinted on VK through the height-
dependence of z j, the sensitivity from equation (1), which
complicates attempts to remove the artifact in post-proces-
sing [19].

Conversely, the height dependence of VE can also be
used to identify SE. If SE is small enough and does not vary in
time, Ssp can be chosen so that the numerator of equation (15)
vanishes. In this paper, the height dependence of VK is used to
choose Ssp. If a sample has uniform surface potential, then:

¯ ¯ ¯
( )

z

z
= =

-V
z

V
z

S S

z
d
d

d
d

d

d
. 16

j

jK E sp E
2

If ¯ »V zd d 0K , then »S Ssp E, as ¯z zd dj does not vanish.
To minimize VE, the KPFM feedback setpoint, Ssp, is

varied over a range of 200 μV, and a VK versus height curve
is recorded for each Ssp (figure 4). For most Ssp, the measured
VK does depend on height, indicating that ¹S Ssp E. The
variation amongst the curves decreases when the tip-sample
separation is reduced (until intermittent contact with the

sample begins at ≈20 nm). The setpoint with the least dis-
tance dependence (240 μV), is maintained for the KPFM
scans. The offset originates at the output of the low-pass filter
on the LIA for our setup, and it varies slightly from day to
day, so the calibration must be repeated for every set of
measurements.

3. Resolutions

The temporal, voltage, and spatial resolutions of the different
KPFM implementations are compared through several tests,
the results of which are summarized in table 3.

3.1. Time resolution

H-KPFM achieves fast time resolution by avoiding several
artifacts that limit speed of the other KPFM techniques
(table 2). Because several limits on KPFM time resolution are
proportional to fD, such as the bandwidth of a cantilever
resonance ( f Q2D ) and the Nyquist frequency ( f 2D ), higher
resonant frequencies are expected to increase bandwidth.
However, for AM-KPFM, higher frequencies also increase
the AC coupling [19] (figure 3). AC coupling does not affect
H-KPFM or FM-KPFM as significantly because the applied
and detected signals are at different frequencies. Conse-
quently, H-KPFM can employ cantilevers with higher reso-
nant frequencies than AM-KPFM. This limitation of AM-
KPFM is due to the drive piezo that is present in most can-
tilever holders. Additional circuitry can mitigate this artifact
[16–18], but typically the circuitry must be custom-made.

On the other hand, the artifact that limits FM-KPFM scan
speed is fundamental to its operation. In both H- and FM-
KPFM, carrier and KPFM signals must be present at the same
time. If =A 0CA , then SK vanishes, even in lift mode
(equation (11), [22]). FM-KPFM scan speed is limited by a
periodic SE imprinted on the KPFM signal because the two
signals, at fD and fCA, are so close in frequency space. Then
the extraneous signal is estimated by considering how the
cantilever oscillation ACA at fCA is detected by a LIA with
reference signal at fD. When the signal is input into
equation (15), the extraneous voltage is:

( ) ( )
( )g

z
=

+

p⎡
⎣⎢

⎤
⎦⎥V

f A

f B
Re

e
1 i

, 17
j

f t

E
CA CA CA

i 2

A

A

where B is the bandwidth of the LIAʼs low-pass filter, and we
set =S 0sp for simplicity. In typical KPFM operation, the

Table 2. Common artifacts in Kelvin probe force microscopy.

Type Example source H FM AM

Extraneous signal (SE)
Time-independent AC inductive coupling, between VAC and piezo (figure 3) [19] - - ×
Periodic Topographical oscillation detected in voltage bandwidth (figure 6(i)) - × -
Intermittent Collision with surface × × ×

Stray capacitance Long-range electrostatic force from cantilever [10, 13, 15] - - ×

Legend: ×=large artifact, -=small artifact.

Figure 4. The setpoint of the KPFM feedback loop is adjusted to
minimize the height-dependence of the KPFM voltage, VK. Here the
setpoint is swept from 150 to 350 μV over several approaches. The
center curve (240 μV, ) shows a distance dependence of only
0.03 mV nm−1. The dark blue curve indicates the topographical
oscillation amplitude normalized to its value far from the surface.
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prefactor, ( )g
z

f A

j

CA CA , is large compared to the surface voltage

contrast being measured. To reduce VE
CA then, B must be

chosen so that �B fA. For H-KPFM >f 100 kHzA , so the
bound on B is large. FM-KPFM, however, typically works
with » -f 1 3 kHzA , which limits B V. E

CA decreases with
increasing fA, which can be used to increase the available
bandwidth even though it concurrently decreases the
sensitivity because ∣ ( )∣+G f f1 A , which is proportional to
the sensitivity, decreases with increasing fA. Note also that
VE

CA is periodic in time, and so it cannot be mitigated by
varying the KPFM feedback loop setpoint.

Previous measurements of time resolution either inves-
tigate the KPFM feedback loop response to a periodic voltage
applied to the setpoint [22], or substrate [48], or how quickly
a well-characterized sample can be scanned while retaining
KPFM contrast [9]. Here the former method is used to esti-
mate the cut-off frequency, fc, which is defined as the fre-
quency at which the KPFM loop response has dropped to
»71% of the low-frequency response (−3 dB). In table 3, the
cut-off time, =t f1c c, is listed instead, so that smaller values
indicate a better resolution.

The reported time resolutions of AM-KPFM typically
exceed those of FM-KPFM, even though the specific reso-
lution depends on both the cantilever and atomic force
microscope used. Of the references discussed here, a few
optimize temporal resolution for their AFMs [9, 48]. For the
others, the speeds cited are typical of an imaging method
rather than the outcome of an optimization procedure. Die-
singer et al [48] report an implementation of AM-KPFM that
achieves »f 200 Hzc , limited by the analog-digital conver-
sion of the KPFM loop. In air, Sinensky and Belcher
demonstrate that AM-KPFM can maintain some voltage
contrast at scan speeds up to m -1172 m s 1, by scanning 2 μm
wide stripes of DNA [9]. In the language used here, that
corresponds to »f 1.2 kHzc . FM-KPFM is reported to
operate with similar speed when either in the sideband
( »f 35c Hz) or phase locked loop ( »f 30c Hz) is used, even
though the sources of speed limitation are dissimilar [22, 49].
Recent improvements to the KPFM feedback increase the cut-
off frequency to 100 Hz with a larger modulation frequency
(4 kHz) [50]. Reported open loop FM-KPFM scan speeds
include 0.85 μm -s 1 (or 5 min per (500 nm)2, 256×256 pixel
scan, trace and retrace) [35] and m1.3 m -s 1 (or 3 min per
(450 nm)2, 256×256 pixel scan, trace and retrace) [33].

To measure the closed loop transfer function of each
KPFM method, an AC voltage ( =V 1 Vp at perturbation
frequency fp) is applied to the substrate by a third DDS, while
the cantilever height is maintained at the surface by a topo-
graphical feedback loop, with »A 8 nmCA . The KPFM loop
tracks the voltage, and ( )V fK p is detected by a third LIA. The
frequency is swept from fp = 10 Hz to 25 kHz. The propor-
tional gain of the control loop is increased until the bandwidth
stops increasing, and the integral gain is then increased until
the transfer function is flat across its bandwidth (figure 5).
The cutoff frequencies for H2, H1, and AM are 5.3, 2.3, and
5.0 kHz, respectively (table 3). By further optimizing the

Table 3. Resolutions that characterize KPFM.

Resolution Figure of Merit Definition H2 H1 FM AM (Units)

Timea =t f1c c Closed-loop 3 dB cut-off time [48] 0.19 0.43 1.2 0.20 ms

Voltageb Vm = +V V VK 0 for which signal = noise [1] 73 41 96 2.0 mV

Spaceb -l10 90 Distance from boundary over which voltage 45 42 49 68 nm
changes from 10% to 90% [22]

a Data are collected at =A 8 nmCA , = =V V1, 1 VAC p , and at the surface, with topographical feedback on.
b Data are collected at =A 8 nmCA , bandwidth=200 Hz, VAC=1 V, and lift height 11 nm.

Figure 5. The transfer functions for the different KPFM methods are
measured by applying a periodic voltage perturbation to the substrate
and recording the response of the KPFM loop. (a) The transfer
function of a H-KPFM voltage feedback loop increases and becomes
more uniform as the gain is increased (H2 implementation). The
proportional gain is increased three orders of magnitude, and
overshoot is constrained to - 1.2V

V
K

p
. A dashed line indicates the −3

dB point used to calculate the cut-off frequency, fc. (b) The cut-off
frequency depends strongly on the method used, varying by almost
an order of magnitude. The gain for each of the methods is chosen
by the same optimization procedure.
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feedback loops the bandwidth might be increased
[48, 50, 51].

The measurement of the FM-KPFM transfer function is
complicated by the presence of the topological feedback
signal near the KPFM signal, which causes VK to include an
extraneous, rapidly oscillating voltage (see equation (17)).
The separation between the KPFM signal and the interfering
topography signal is equal to the fA of FM-KPFM, which here
is 2 kHz, quite typical for FM-KPFM [21, 22]. First the
transfer function is measured with only the LIAʼs own low-
pass filter, but the extraneous voltage is so large that it
overwhelms the signal until the frequency of the low-pass
filter is decreased to 700 Hz, giving »f 400 Hzc . However,
the extraneous voltage imprinted by the topography signal
remains » 400 mV, prohibitively large for practical mea-
surements. Second, a notch filter is placed on the LIA at fA
(2 kHz) in order to further mitigate VE

CA. The notch filter both
decreases VE

CA, and also allows the filter on the LIA to be
increased to 1 kHz. In this configuration the cutoff frequency
of FM-KFPM is determined to be »f 820 Hzc . It is worth
noting that the measured bandwidths appear to exceed the
bandwidth of the cantilever resonances, f Q2i i. It is possible
that the feedback of closed-loop methods flattens the transfer
function analogously to the way the transfer function of an
operational amplifier is flattened by placing a resistor across it
[51]; however, further investigations are warranted.

To investigate how fc translates into imaging speed, a
FLG flake is scanned with H- and FM-KPFM while the line
scan speed is increased from 1 Hz to 79 Hz, over a 1×1 μm
area with 256×256 pixels with ACA = 16 nm (figure 6). By
4 Hz (48 s per frame), FM-KPFM shows stripes. To investi-
gate the cause of these stripes, the FLG is imaged without the
aforementioned notch filter at 2 kHz. At 8 Hz, the amplitude
of the stripes is <0.3 V with the notch filter, but rises to
>1.5 V when the notch filter is removed. Thus the signalVE

CA

does contribute to the stripe artifact, although the details of
the feedback loop likely influence the stripes as well. At
higher frequencies, the FM feedback loop oscillates wildly
near the edges of the FLG.

With H-KPFM, on the other hand, clear contrast is
maintained up to 16 Hz (16 s per frame), and at higher fre-
quencies some contrast is maintained. However, the topo-
graphical feedback loop stops tracking the surface, and
topographical inconsistency affects the potential image. At
79 Hz, patches on the graphene flake are no longer visible. A
similar limitation due to topographical feedback loop speed is
reported in [9].

3.2. Voltage resolution

3.2.1. Accuracy. Whereas the tip apex detects the potential
directly beneath it, the inclusion of stray capacitance from the
cantilever results in surface potential spatially averaged over
many microns (about the width of the cantilever) [10, 13–15].
The unknown and varying relative capacitances of the tip
apex and cantilever limit AM-KPFM to qualitative contrast in
most conditions [10, 13]. Both H-KPFM and FM-KFPM
mitigate the stray capacitance effect through their dependence
on C rather than ¢C [15, 21]. Here the stray capacitance must
be assessed in order to understand the relation between the
measured potential sensitivity and the ability to actually
distinguish between two nanoscale objects. The capacitance
of tip and cantilever changes with tip-sample separation,
and consequently, so does the measured average voltage
contrast between the FLG flake and Si substrate, DV .
The correspondence between the actual and measured
potentials is tested by observing the change of DV with lift
height, akin to [52]. At closest approach the tip apex
capacitance dominates. As the tip-sample separation is
increased, DV changes little until the proportion of
capacitance due to the apex decreases to a value
comparable to the cantilever capacitance contribution. The
criterion of ¯ »D 0V

z
d

d
near the surface is adopted to ensure that

the apex contribution dominates. In the limit of large lift
height, the cantilever contribution dominates, and no potential
contrast is observed. The potential contrast is estimated for
each height by calculating the difference between the average
potential inside the FLG/silicon boundary (figure 11(e)) and
the average potential outside.

The contrast between Si and FLG changes little for H-
and FM-KPFM, as the cantilever lift height is varied
(figures 7(a)–(c) and (g)). On the other hand, the AM-KPFM
detected voltage contrast changes by a factor of five as the lift
height is decreased from 100 to 4 nm (figures 7(d)–(f) and

Figure 6. Images show the affect of increasing scan speed. (a)–(c)
Topography images of the few layer graphene (FLG) become
blurred. (d)–(f) H-KPFM allows the potential of FLG to be imaged
with increasing speed and minimal distortion. (g)–(i) The topogra-
phy oscillation is imprinted on the potential image when the
bandwidth is increased if FM-KPFM is used. Topography scanning
may be the primary speed limit. The height of the FLG is » 2 nm.
All scans are 256×256 pixels.
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(g)). Thus the average potential contrast measured with C
methods is more accurate than the contrast measured by
AM-KPFM.

3.2.2. Minimum detectable voltage. The minimum detectable
voltage, Vm, is the tip-sample voltage difference at which the
signal is equal to the noise [1, 39, 41, 45]. Here ( )N B is the
noise power in the signal SLIA

i within the bandwidth B. The
minimum detectable voltage for any KPFM method is:

( ) ( )
z

=V
N B

. 18
j

m

Note that ( )N B increases as the bandwidth increases. Thus
increasing temporal resolution restricts voltage resolution.

The sources of noise in an AFM can be divided into three
categories [53]. The first, detection noise, includes angular
fluctuations of the light beam and optical shot noise. The
second, displacement noise, includes the reaction of the
topography feedback loop to perturbations, such as 60Hz line
noise or the voltages applied in KPFM. The third, force noise,
includes Brownian motion and stresses caused by light optical
intensity fluctuations. Because fD is near a resonance in

H-KPFM, we assume Brownian motion is the dominant force
noise. In this limit, the total noise in the signal is:

( ) ∣ ( ) ∣

( ) ( )] ( )

ò
g
p

= +

+ +

-

⎡
⎣⎢N B

k k T
f Q

G f f

n f n f f

1
2

2

d , 19

B

B
i i

i i
i

2
B 2

det
2

dis
2

where the first term in the brackets represents the noise due to
Brownian motion of the cantilever [54], kB is Boltzmannʼs
constant, T is temperature, ndet is the detection noise
amplitude spectral density (which is nearly constant over
the integral), and ndis is displacement noise amplitude spectral
density (which depends on the specifics of KPFM operation).
If we consider only the Brownian motion of the cantilever,
and assume the detection bandwidth B is less than the
bandwidth of the cantilever ( <B f Q2i i), then the integral in
equation (19) can be computed analytically:

( ) ( )g
p

»
⎛
⎝⎜

⎞
⎠⎟N B

k T
k

Q B
f

arctan
2

, 20i

i

i

i

2
B

yielding the same noise as used in previous calculations of
Vm, in the limit of small B [1].

To understand how cantilever characteristics affect the
minimum detectable voltage, each eigenmode of ( )G f is
modeled as a point mass harmonic oscillator [55]. Then the
minimum detectable voltage becomes:

( )
p

=
⎛
⎝⎜

⎞
⎠⎟V

k T

A V C
k

Q B
f

2 2
arctan

2
. 21i

i

i
m,H

B

CA AC

Conversely, if the dominant noise source is broadband
detector noise (e.g. off resonance), then ( ) »N B n Bdet

2 . The
minimum detectable voltage when detector noise dominates
is:

∣ ( ) ∣ ( )
( )

g
=V

n B
A V C G f f
2 1

. 22
D D

m,H
det

CA AC

Note that the optical lever sensitivity depends on the
eigenmode excited (a cantilever bends more for the same z
displacement if excited at higher eigenmodes [56]).

The minimum detectable voltage, Vm is experimentally
determined by measuring the signals at the LIA, SLIA

i and SLIA
q

(equation (5)), with the feedback loop open. The detection
phase, fD, is swept from −180° to ◦180 at VK=−1, −0.3,
0.3, and 1 V. For each fD, the sensitivity z j is determined by
fitting SLIA

i versus ( )+V VK 0 to a line, the slope of which is z j
(equation (1)). Calculating z j for several fD, allows us to
account for a small systematic offset on the output of the LIA,
and to determine the fD that maximizes z j. The noise at the
output of the LIA is sampled at 5 kHz, and the calculations
here consider the noise within a bandwidth of 200 Hz. Then
equation (18) is used to calculate Vm.

The lift-height dependence of Vm for FM- and H-KPFM
with different heights is measured. For each lift height, a force
curve is used to set the position at the chosen lift height,
where the probe is held for the duration of the Vm

measurement. As the separation is increased, Vm increases,
for all implementations (figure 8(a)). AM-KPFM has the

Figure 7. The voltage contrast between a few-layer graphene (FLG)
flake and Si substrate reveals the stray capacitance effect. (a)–(c) The
voltage contrast between (few-layer) graphene and silicon changes
little as the probe height increases from 4 to 100 nm for H-KPFM.
(d)–(f) However, for AM-KPFM, the contrast at 100 nm differs by a
factor of five from that at 4 nm. (g) A comparison between the four
different KPFM methods shows that methods that depend on C
more accurately represent the potential contrast than AM-KPFM,
which depends on ¢C .
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smallest minimum detectable voltage; however, the small Vm

is a consequence of the stray capacitance of the cantilever,
which causes potential contrast to only be qualitative, and
limits spatial resolution [10, 22]. Within H2, Vm increases
more quickly with lift height for smaller ACA (figure 9(a)). In
addition, Vm is calculated from a model cantilever geometry
[13] combined with noise from equation (20) for the
cantilever described in table 1, where the tip radius and
opening angle are the only free parameters. A tip radius of
16±2 nm with an opening angle of 40 5 is found to
approximate the =A 4 nmCA data. The calculated Vm for this
geometry, for all ACA are plotted in figure 9.

Similarly, we measure Vm while in tapping mode, as the
topographical setpoint is gradually decreased. The noise in
both H-KPFM implementations increases slowly as the
setpoint is decreased, but the noise density in FM-KPFM
increases rapidly, so that close to the surface, Vm for FM-
KPFM is about an order of magnitude larger (figure 10).
Because the noise does not increase as rapidly for H1, the
source of the noise is not solely due to using the first
resonance for KPFM detection. Likewise, because the rapid
noise increase is not seen in H2, the source of the extra noise
is not solely due to which resonance is used for topography
control. Thus, we suspect that the rapid increase in noise
when FM-KPFM approaches the surface is due to signal
detection ( fD) and topography control ( fCA) utilizing the same
eigenmode.

3.3. Spatial resolution

Determining the spatial resolution of KPFM typically
involves observing potential change around a boundary.

Figure 8. The (a) minimum detectable voltage and (b) 10–90
resolution both increase with lift height, for all methods. The data
plotted here are for cantilever topographical oscillation of

=A 8 nmCA . Both heterodyne methods achieve resolutions similar
to FM-KFPM.

Figure 9.With H-KPFM in the H2 implementation, (a) the minimum
detectable voltage, Vm, and (b) the 10–90 resolution, -l10 90, both
increase with lift height. Larger shake amplitude, ACA, decreases Vm,
but no effect on resolution is foundabove the noise level as a
function of ACA. A cantilever model is used to calculate expected Vm
(shaded regions).

Figure 10. The minimum detectable voltage changes as a function of
the normalized ACA, which decreases as the probe moves closer to
the surface (as in figure 4). A smaller setpoint moves the cantilever
closer to the surface. Far from the surface H2 and FM-KFPM have
similar Vm, but it becomes much greater for FM-KPFM nearer the
surface, where the noise increases. The H1 method uses a different
eigenmode for topography, and does not have the steep increase in
Vm. The gradient from dark to light represents the change from
tapping mode to a non-contact mode as the topography setpoint is
increased and the probe is lifted from the surface.
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Jacobs et al showed that the boundary between two micron-
scale objects allows for a clear empirical definition of spatial
resolution and calculated a 25–75 resolution, i.e. the distance
over which 50% of the total observed voltage change
occurred, as a function of lift height [10, 57, 58]. Zerweck
et al similarly calculate a 10–90 resolution [22]. An equation
for the resolution from a point probe is derived in [58]. Others
have sought information about the resolution by comparing
the boundaries to particular functions, such as arctangent [58]
or Boltzmann functions [59].

Here we estimate a 10–90 resolution, -l10 90, by fitting the
measured potential as a function of distance from the
boundary to a hyperbolic tangent (figure 11). The theoreti-
cally expected form of the measured potential near the
boundary is very nearly a tanh within the proximity force
approximation (PFA), as shown in appendix B. For large lift
heights (>20 nm), the resolution is large enough to prevent
VK from reaching its asymptotic value over the scan size,
which necessitates the use of a fit. The noise inherent in
KPFM is overcome by averaging around the boundary. The
equation of the hyperbolic tangent fit to the boundary is:

( ) ( [ ( )( ) ] ) ( )= - +-V x V x x l ctanh ln 9 2, 23K b 0 10 90

where Vb is the potential change across the boundary, ( )V xK is
the average measured VK a distance x from the boundary, x0 is
the center of the boundary, and -l10 90 is the 10–90 resolution.
This fit gives the empirical spatial resolution. In order to
determine whether or not the measured potential on either
side of the boundary corresponds to the actual potential
difference, one must supplement this data with either theory
[22] or knowledge of the accuracy of the detected voltage (as
in figure 7).

Regions of few-layer graphene and silicon are identified
by watershed segmentation [60]. First, the image is median
filtered in order to mitigate the effect of noise on the algo-
rithm, and the trace and retrace are averaged. Second, the
gradient magnitude of the resultant potential image is calcu-
lated with a Sobel algorithm [60]. Third, points of lowest and
highest potential across the image are marked. Fourth, the
watershed algorithm is applied with the two marked points
forming the origin of each basin (figure 11).

Once the image is divided into two components, we plot
the potential of the unaltered measurement as a function of the
distance from the estimated boundary, and fit the resulting
curve to an tanh function (figures 11(e) and (f)). The 10–90
resolution, -l10 90, is then extracted from the fit.

For all KPFM methods used, -l10 90 increases with lift
height (figures 8 and 9(b)), as observed before with AM-
KPFM [10]. Both implementations of H-KPFM and FM-
KPFM achieve better spatial resolution than AM-KPFM, at
all heights, but the error is too large to discern a difference
between the former three. However, when the resolution
approaches the length of the few layer graphene, or when the
minimum detectable voltage reaches the contrast between the
objects, the error grows large. Finding a longer, straighter
boundary to measure, with larger contrast, could aid in future
measurements of resolution at larger lift heights.

4. Conclusion

In this paper, we explore the versatility of H-KPFM and
uncover its beneficial characteristics, the most prominent of
which is its speed. The H1 implementation improves the
minimum detectable voltage by»80% relative to the original
implementation. Further studies into the technique of
H-KPFM should investigate the effect of roughness, the effect
of eigenmode shape (reportedly an issue with the simpler
AM-KPFM [61]), and how to incorporate better control
techniques for potential estimation (e.g. [50]) and tracking of
the surface(e.g. [62]), which now limits KPFM scan speed.
Cantilevers could be designed specifically for H-KPFM [63]
to reduce the difference between the spring constants of the
first and second eigenmodes, which would improve the sen-
sitivity of H-KPFM. Likewise, cantilever resonance fre-
quencies could be chosen to enable open loop H-KPFM [34].

Heterodyne KPFM improves upon the time resolution of
FM-KPFM. Rates of several frames per minute are achieved.
Its speed is not limited by AC coupling or bandwidth overlap,
and so with appropriate cantilevers it will operate even faster.
It also improves upon the spatial resolution of AM-KPFM.
These new implementations of H-KPFM will facilitate fast
and accurate measurements of nanoscale potential dynamics.

Acknowledgments

We thank Asylum Research for technical advice, in particular
Anil Gannepalli. We thank Tao Gong, Beth Tennyson, and
Marina Leite for insightful conversations about KPFM and

Figure 11. Few-layer graphene on silicon shows (a) height contrast
and (b) significant voltage contrast. (c) A histogram of the KPFM
data shows that the potential distribution is bimodal. (d, e) A
watershed algorithm is applied to gradient magnitude of the potential
image (d) in order to calculate the boundary (e, ). (f) Voltages
are summed as a function of the distance from the boundary ( ) and
fit to a tanh function (black solid line), from which the 10–90
resolution is deduced.

10

Nanotechnology 27 (2016) 245705 J L Garrett and J N Munday



for challenging us with difficult-to-scan samples, and Dakang
Ma and David Somers for critical readings of this article. We
thank the University of Maryland for financial support.

Appendix A. Table of variables

Variable Description Equations

SK KPFM signal (1), (6) and (13)
( )+

V V, C
K K

n 1 KPFM voltage, KPFM
voltage near a boundary

(1), (2), (4)–(6), (9)–
(11), (14), (16), (B4),
(B6) and (B7)

V0 Inherent contact potential
difference

(1), (2), (4)–(6), (9)–
(11) and (14)

z j
Sensitivity of KPFM
method j, where j = AM,
FM, or H

(1), (6), (7), (12) and
(15)–(18)

fD Frequency at which the
KPFM signal is detected

(2), (5) and (12)

FfD
Force on cantilever at
detection frequency

(2), (3) and (10)

C Tip-sample capacitance (2), (4), (5), (7), (9)–
(11), (21) and (22)

VAC Periodic voltage applied to
cantilever

(2), (4), (7), (9)–(12),
(21) and (22)

A fD
Amplitude of cantilever
oscillation at fD

(3)

( )G f Transfer function of canti-
lever at frequency f

(3)–(5), (7), (11),(12)
and (22)

Sphoto KPFM signal at
photodetector

(4) and (11)

( )g gf , i
Optical lever sensitivity of
cantilever at frequency f
or eigenmode i

(4), (5), (7), (11), (12),
(17), (19) and (20)

S S,LIA
i

LIA
q In-phase (i) and p 2-shifted

(q) signals at lock-in
(5), (6) and (13)

fD Phase of shift of lock-in
amplifier

(5), (7) and (12)

z, (z̄ ) Instantaneous (time-aver-
aged) tip-sample
separation

(8), (16), (B1)–(B3),
(B9)and (B10)

F Capacitive force on
cantilever

(9), (B1) and (B2)

t Time (8) and (17)
ACA Amplitude of carrier oscil-

lation, also used for
topography feedback

(8)–(12), (17), (21)
and (22)

fCA Frequency of carrier
oscillation

(8) and (9)

fCA Phase of carrier oscillation (8) and (12)
fA Frequency at which VAC is

applied to the cantilever
(9) and (17)

fA Phase of applied volt-
age VAC

(9) and (12)

SE Extraneous signal in KPFM
feedback

(13), (15) and (16)

V V,E E
CA Extraneous voltage artifact (14)–(17)

Ssp KPFM feedback setpoint (15) and (16)
B Bandwidth of low-pass fil-

ter on lock-in amplifier
(17)–(22)

(Continued.)

Variable Description Equations

Vp Voltage perturbation
applied to plate

fp Frequency of voltage per-
turbations applied to plate

=t f1c c The cut-off time and the
cut-off frequency

Vm Minimum detectable
voltage

(18), (21) and (22)

( )N B Noise power in detection
bandwidth

(18)–(20)

k Q f, ,i i i Spring constant, quality
factor, or frequency of
eigenmode i

(19)–(21)

n n,det dis Detection and displacement
noise amplitude spectral
densities

(19) and (22)

Vb Surface voltage change
across a boundary

(23), (B4), (B5)
and (B6)

º -L x x0 Distance from potential
boundary

(23), (B3), (B4), (B6)
and(B7)

( )
- -

+
l l, C
10 90 10 90

n 1 10–90 resolution, for
method that depends
on ( )+C n 1

(23), (B9) and (B10)

R Tip radius (B1)–(B3), (B9)
and (B10)

( )fV r V, ,pl Surface potential of the
plate, sphere in PFA

(B1)–(B3)

Appendix B. An equation for spatial resolution

Above we discuss the spatial resolution of KPFM in terms of
-l10 90, the 10–90 resolution, or the distance over which 80%

of the voltage change across a boundary occurs. We deter-
mine -l10 90 by fitting ( )V xK , the potential measured across a
boundary, to a hyperbolic tangent (equation (23)).

Here, we use the PFA for a sphere interacting with a plate
to derive an analytic expression for ( )V xK for both ¢C and C
KPFM methods. Furthermore, we demonstrate that the tanh
function approximates the form of ( )V xK better than the arctan
function in order to motivate our choices in the text. Finally,
we estimate how -l10 90 changes with height and tip radius.
We note that an equation for resolution exists in the large
separation, small probe limit [58], but better resolution is
achieved with small tip-sample separation, and so that is our
focus here.

The PFA for the capacitive force of a sphere above a
plate can be written as [64]:

( ) ( ( ))
( )

( )�
ò òf

f
=

-

+

p
F z r r

V V r

z r R2
d d

,

2
, B1

R
0

0

2

0

pl
2

2 2

where R is the radius of the sphere, ( )fV r,p is the potential of
the plate at position ( )fr, , and V is the potential of the sphere
(here assumed to be spatially uniform). The voltage applied to
the probe that minimizes nth derivative of this force can be
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found by taking n derivatives with respect to z and one with
respect to V

( ) ( )
( )

( )� ò òf
f¶

¶ ¶
=

¶
¶

-

+

p+ ⎡
⎣⎢

⎤
⎦⎥

F z
V z z

r r
V V r

z r R
d d

,

2
. B2

n

n n

R1

0
0

2

0

pl
2 2

At the Kelvin probe voltage, ( )=V V xK , for which the KPFM
signal SK vanishes, equation (B2) vanishes as well. Near a
boundary, the potential of the plate is

( ) ( ( ) )f f= Q +V r V L r, cospl b , where = -L x x0 is the
distance between the location of the probe and the boundary
and Θ is the Heaviside step function . The potential is Vb for

( )f > -r Lcos and 0 otherwise. To simplify the calculation,
we define the function ( )L z R L, , :

( )
( ) ( ( ) )

( )

( )
( )

ò òf
f

L =
Q +

+

=
+

+
-

+

p

-
+

⎜ ⎟
⎛

⎝

⎜⎜⎜⎜

⎛
⎝

⎞
⎠

⎞

⎠

⎟⎟⎟⎟

z R L r r
L r

z r R

R
L

z L Rz

R

z R z

, , d d
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2
,

2 arctan

2

2 arccos

2
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R

R L
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For a KPFM method with a signal proportional to the
( )+n 1 th derivative of capacitance, the Kelvin probe voltage
near a boundary is:

( )
∣

( )
( )

( )
( )

=
L

L =

+
V L V

2
, B4C

n

n
L

K b
0

n 1

where ( )L = ¶ L
¶

n
z

n

n , and ( )+C n 1 represents a method that

depends on the ( )+n 1 th derivative of capacitance. For
example, for AM-KPFM, the signal of which is proportional
to ¢C , the Kelvin probe voltage is:

( )( )
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It must be noted that the PFA only considers the contribution
of the tip apex to the KPFM signal. In AM-KPFM the
dominant contribution to the signal comes from the cantilever.
At a boundary, equation (B5) will predict the shape of

( )( )
V xC

K
1

, but the Vb coefficient will be much less than the
potential difference across the boundary. AM-KPFM mea-
sures qualitative potential contrast [10].

For the C methods (H- or FM-KPFM) the minimizing
potential equation is more complicated, and so it has been
plotted in figure B1 (a). To facilitate data analysis, a simpler
function can be used to approximate equation (B4). Both
arctan and tanh functions have the desired behavior: mono-
tonic, odd around L=0, and asymptotic to a constant as

¥L . The slope of ( )( )+
V LC

K
n 1

is steepest at L=0 and so
fitting for small L is most important. Arctan and tanh are used
to approximate equation (B4) by matching the first derivative

of each function to our exact analytic expression:

( )

( ) ( )

( )
( )

( )
( )p p
p

=
+

=
+

+
+

+
+

V V
a L

V V
a L

tanh 2 1
2

,

arctan 2
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C
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C
C
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n
n

n
n

1
1

1
1
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Both functions are plotted in figure B1(b) to visually depict
how well each fits equation (B4). The tanh fit follows the
exact expression more closely than the arctan fit. The tanh fit
can then be used to estimate -l10 90 as a function of z and R:

( ) ( )( )

( )=-
+

+l
a

ln 9

2
. B8C

C10 90
n

n

1

1

Which, for AM-KFPM is:

( )
( )

( )
( )( ) p

=
+ +

-l
zR

z R z R

log 81

2 2 2 1 arctan
. B9C

R
z

10 90

2

1

Figure B1. The normalized Kelvin probe voltage near a boundary in
the proximity force approximation (PFA) is shown in (a) for both the
AM-KPFM ( ¢C , red) and H- and FM-KPFM (C , blue) variants. The
dashed black line shows the normalized potential on the surface
directly and two gray lines indicate the 10–90 potential change. (b)
A tanh function (dashed orange) is a much better fit to the analytic
expression (PFA) for the C method than an arctan function chosen
in the same way (dashed green). (c) The 10–90 resolution predicted
by a tanh function fit (solid) is compared to that calculated
numerically by the exact PFA expression ( ). At small z/R, the
10–90 resolution increases with separation µ z R , and this
approximate expression is plotted for both the ¢C and C methods
(dashed). A purple line indicates the value of z/R for which (a) and
(b) are plotted.
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The more complicated expression of -lC
10 90 is plotted in

figure B1(c). Taylor expanding around »z R 0, the
resolutions are:

( ) ( )

( ) ( - - ) ( )

( )

( )

»

»

-

-

l

R
z
R

l

R
z
R

2 ln 9 AM method ,

2
3

2 ln 9 H , FM  methods . B10

C

C

10 90

10 90

1

2

Jump-to-contact limits how small z can become, and
consequently limits the possible spatial resolution. These
approximations are also compared to the exact PFA result in
figure B1(c).

The resolutions calculated here are a lower bound on the
resolution possible with KPFM because many components of
the probe that would broaden the resolution are neglected.
Though the electrostatic probe-surface force from the tip cone
and cantilever have been calculated for uniform potential
[13, 65], we are unaware of any analytic procedure to take
into account variations of the surface potential. A procedure
does exist to calculate the electrostatic force between a sphere
and a plate with potential variations [66], but the KPFM probe
geometry is only slightly better represented by such a model.
Most importantly, these extra cases all reduce to the PFA near
the surface, where the best spatial resolution is achieved.
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