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Abstract: Quantum optics combines classical electrody-
namics with quantum mechanics to describe how light
interacts with material on the nanoscale, and many of the
tricks and techniques used in nanophotonics can be
extended to this quantum realm. Specifically, quantum
vacuum fluctuations of electromagnetic fields experience
boundary conditions that can be tailored by the nano-
scopic geometry and dielectric properties of the involved
materials. These quantum fluctuations give rise to a
plethora of phenomena ranging from spontaneous emis-
sion to the Casimir effect, which can all be controlled and
manipulated by changing the boundary conditions for the
fields. Here, we focus on several recent developments in
modifying the Casimir effect and related phenomena,
including the generation of torques and repulsive forces,
creation of photons from vacuum, modified chemistry,
and engineered material functionality, as well as future
directions and applications for nanotechnology.

Keywords: Casimir effect; Casimir force; Casimir torque;
quantum electrodynamics; quantum fluctuations.

1 Introduction

Quantum fluctuations of electromagnetic waves are a
fascinating consequence of the quantization process that
occurs when light is pushed to the quantum regime. These
fluctuations are responsible for many everyday phenom-
ena from spontaneous emission and the Lamb shift to the
wetting processes at solid–liquid interfaces and the bio-
logical grip of geckos [1–4]. Another intriguing phenome-
non that results from the confinement of quantum
fluctuations is the Casimir effect, which occurswhen two or
more materials are placed within close proximity and
perturb the available vacuummodes. If the vacuum energy
density varies with displacement of one of the bodies with
respect to the others, a force results (Figure 1). In 1948,
Casimir [5] considered how the density of vacuum modes
changed when two parallel, uncharged metal plates were
brought nearby, and he found an attractive force exists

between them, which is given by F � − π2ℏc
240d4

, where d is the

separation between the plates and ℏ and c are fundamental
constants. In the decades that followed, several experi-
ments confirmed Casimir’s prediction [6–10], and methods
have been developed to improve the measurement by
taking into account surface roughness [11–14], electrostatic
patch potentials [15–21], and thermal contributions [22, 23].
Recently, experiments have begun to show other novel
regimes where the strong deviations in the magnitude of
the force or power law can be obtained through modifica-
tion of the geometry [24–31] or optical properties [32–39].

Our ability to tailor electromagnetic boundary condi-
tions is opening new opportunities to engineer not only the
Casimir force but also other related phenomena ranging
from the generation of photons from moving cavities to
modifications of chemical reactions and material phase
transitions. In this review, we will highlight some of the
recent advancements in the field of Casimir physics and
point to some of the exciting new developments and future
directions. Given the number of excellent review articles
and books pertaining to the Casimir effect [1–3, 40–51], we
will limit our focus to connecting recent works with new
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directions for engineering the Casimir effect and related
phenomena.

This review article is divided as follows. After a brief
introduction to the Casimir force and an historical
perspective on its measurement, we discuss how both the
optical properties and the geometry of the objects involved
affect the magnitude and sign of the force. Next, we
describe how optically anisotropic materials can give rise
to a new rotational effect, known as the Casimir torque. We
followwith a discussion of how systems can be pushed out
of equilibrium to further modify the force. Beyond the
generation of forces and torques, we discuss how nonadi-
abatic disturbances of the vacuum field state can result in
the generation of photons through the rapid modulation of
an electromagnetic boundary and how the Casimir energy
can be used to modify molecular states and chemistry.
Finally, we conclude with a discussion of applications to
nanoscale mechanical devices and other future directions.

Within a decade of Casimir’s prediction, initial experi-
ments by Abrikosova and Derjaguin [6] and Sparnaay [7]
showed evidence of a force, but limitations in their ability to
rule out spurious effects resulted inSparnaay’s claim that his
measurements merely “do not contradict Casimir’s theoret-
ical prediction.”Twenty years passeduntil vanBloklandand
Overbeek [8] presented clear evidence of the Casimir force
using a chromium layer and compensating voltage to reduce
electrostatic interactions. For the next two decades, there
were no significant experimental advances until the preci-
sion measurement of the Casimir effect by Lamoreaux [9]
using modern experimental techniques. This measurement
ushered in a new wave of Casimir force experiments using a
variety of techniques [10, 23, 24, 35, 52–57]. Figure 2 gives a
brief overview of several experimental achievements

pertaining to detecting andmodifying the Casimir force with
a focus on early experimental techniques and advancements
[5–10, 55], the effect of the material’s optical properties [27,
32, 33, 35–38, 58–60], and the effect of surface texturing and
geometry [24, 26, 28–30, 61].

2 Effect of dielectric response

While Casimir’s derivation invoked perfect electrical con-
ductors (i.e., ideal mirrors) for the two plates, the force per-
sists when the materials are described by realistic optical
properties [62], and its strength depends on the reflectivity of
these interacting surfaces (higher reflectivity results in a
stronger force). Most metals are excellent broadband re-
flectors; hence, the interaction between metallic plates is
usually much stronger than that between dielectrics. For
example, the Casimir force was found to decrease by a factor
of twowhen one of themetallic surfaceswas replacedwith a
transparent conducting oxide [36]. Similarly, there is interest
in observing the Casimir effect as a material goes through a
phase change, which modifies its optical and electrical
properties [60, 63, 64]. However, just because a surface is
transparent in the visible region, it does not mean that a
significant reduction of the Casimir effect will occur because
the force is extremely broadband (see, for example, the case
of hydrogen-switchable mirrors, where no significant dif-
ference was found between the transparent and reflective
states [33]). Further, the individual frequency contributions
to the force are highly oscillatory, containing both attractive
and repulsive components [65, 66], which adds complexity
to both the calculation (e.g., ensuring that the total force
converges numerically) and to using intuition from optics to
engineer the interaction (e.g., metamaterials involving
resonant structures may appear to greatly affect the force
[67, 68], but in reality, the results are usually minor [69–71]).

To efficiently calculate the Casimir force between real
materials, we often perform a contour integration in the
complex plane (Wick rotation) to remove the oscillatory
behavior that occurs for real frequencies. This procedure
amounts to replacingωwith iξ (noting that no poles exist in
the upper half of the complex plane as a physical conse-
quence of causality) and causes the force integrand to
decay rapidly with increasing ξ [62, 66, 72]. Another
consequence of the Wick rotation is that the resulting
dielectric response ϵ(iξ) is a monotonically decreasing
function with respect to iξ, which is why the mathematical
integration to obtain the force is greatly simplified. From a
physical perspective, ϵ(iξ) depicts how the charges within a
material respond to exponentially increasing fields rather
than oscillating ones [73].

Figure 1: Casimir effect. Quantum fluctuations of electromagnetic
fields give rise to a virtual photon pressure on two metal plates. The
pressure between the plates is smaller than the pressure from
outside, leading to an attractive force between them.
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For two mirror symmetric objects made of the same
material, the force is always attractive, irrespective of the
intermediate medium [74]; however, if the symmetry is
broken, a net repulsive force can arise, provided the
interacting materials are properly chosen. The condition
to achieve repulsion between two semi-infinite half-
spaces separated by a third material is ϵ1(iξ) > ϵ3(iξ) >
ϵ2(iξ), where the subscript 1, 2, and 3 denote the materials
of interacting objects (1 and 2) and interveningmedium (3)
[75]. It should be noted that this condition has to hold over
a sufficiently large frequency range to render the force
repulsive; hence, finding materials that satisfy this con-
dition is not easy. In 2009, the first measurement of the
long-range repulsive Casimir force was reported using a
gold sphere, a silica plate, and a fluid of bromobenzene
[59], which suggests a potential way to mitigate stiction
problems in microelectromechanical systems (MEMS) or
nanoelectromechanical systems (NEMS), and also sug-
gests the possibility of other intriguing phenomena, such
as quantum levitation, superlubricity [76], and stable
mechanical suspension of objects in fluids [77]. Recently,
a teflon-coated gold surface was also used to stably trap a

gold nanoplate in ethanol [78], and new theoretical ap-
proaches are being developed to analyze other geometries
in a fluid [79]. For optically anisotropic materials, it has
been pointed out that two identical birefringent materials
can lead to repulsion for particular orientations of the
objects, provided the optical properties are specifically
chosen [80]. Materials with a strong magnetic response
have also been proposed to yield a repulsive force when
placed near another material with a strong electric
response [81, 82]; however, questions have been raised
about the ability to tailor such materials [83, 84]. One
potential implementation involves superparamagnetic
metamaterials [85], although the magnitude of the force
appears to be beyond current experimental capabilities.
Finally, materials that have ϵ(ω) = 0 can be used to create
cavities that suppress quantum fluctuations over a
particular bandwidth [86], which may provide an
additional opportunity for modifying the Casimir effect
if materials can be engineered over appropriate
bandwidths.

These examples show how selecting and engineering
the dielectric response over a broad frequency range can

Figure 2: A brief history of Casimir forcemeasurements and the use of dielectric response and geometry tomodify the interaction. The images
in this chart are adapted with permission from the studies by Abrikosova and Derjaguin [6]. Copyright 1957, MAIK Nauka/Interperiodica.
Sparnaay [7]. Copyright 1958, Elsevier B.V. van Blokland and Overbeek [8]. Copyright 1978, Royal Society of Chemistry. Lamoreaux [9].
Copyright 1997, American Physical Society. Mohideen and Roy [10]. Copyright 1998, American Physical Society. Chan et al. [55]. Copyright
2001, The American Association for the Advancement of Science. Munday et al. [59]. Copyright 2009, Nature Publishing Group. de Man et al.
[36]. Copyright 2009, American Physical Society. Somers et al. [32]. Copyright 2018, Nature Publishing Group. Bressi et al. [24]. Copyright
2002, American Physical Society. Chen et al. [29]. Copyright 2002, American Physical Society. Chan et al. [61]. Copyright 2008, American
Physical Society. Tang et al. [30]. Copyright 2017, Nature Publishing Group. Garrett et al. [26]. Copyright 2018, American Physical Society.
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lead to significant modifications of the Casimir effect with
potentially important technological applications for
nanomechanical devices.

3 Effect of geometry

While Casimir’s original derivation considered the force
between two parallel plates, many alternative geometries
have been explored both due to experimental convenience
and for the possibility of generating repulsive forces.
Experimentally, the plate–plate configuration proved
challenging, as it is difficult to maintain parallelism be-
tween twoplates at submicron separations as a result of the
strongly nonlinear force power law (d−4) that would
amplify any tilt, leading to large variations in the force
magnitude across the plate. For this reason, nearly all ex-
periments have been performed in the sphere–plate
configuration, where the Casimir force persists, albeit with

a slightly different form: FC � −π3ℏcR
360d3

, where R is the radius

of the sphere (valid for R >> d).
New experimental setups are enabling researchers to

now move beyond the sphere–plate configuration (see
Figure 2). The first significantmodificationwas achieved by
corrugating one of the surfaces [29]. This configuration
allowed for both a modification of the force as well as the
observation of a lateral contribution. Advances in silicon
microfabrication have also allowed for the use of MEMS
devices with interlaced parts (similar to the interlaced
comb-drive actuator) to explore more complex, in-plane
geometries [30]. Atomic force microscope (AFM)-based
techniques have been further expanded to allow for 3D
alignment and force detection, opening the door to a va-
riety of more complex configurations, including the recent
measurement of the Casimir force between two metal-
coated spheres [26].

Experimental advances to study more complex geome-
tries have been guided by the theoretical potential of new
geometries to give rise to repulsive forces or situationswhere
analytical approximations begin to break down. One of the
earliest geometries that appeared to give rise to a repulsive
interaction is the hollow sphere [87]; however, closer in-
spection suggests that only attractive interactions should
exist in this case [74, 82, 88]. More recently, a geometry has
been proposed consisting of a needle-like metal object and a
pinhole, which is predicted to lead to repulsion [89]. This
result has led to the prediction of a class of systems that
could yield repulsive forces [90]. 2D materials, such as those
in the graphene family, have unique scaling laws for the

Casimir energy compared to the traditional behavior of bulk
metal plates. They also show promise for reducing the
Casimir force when adhered onto a substrate in applications
where sensitivity to the Casimir interaction may cause un-
wanted consequences [91–93]. While the development of
new methods to detect the Casimir force is ongoing, signifi-
cant advancements in technology are starting to allow ex-
perimentalists to explore these and other new geometries,
which may lead to the measurement of a repulsive Casimir
force between vacuum-separated materials.

4 Optical anisotropy and the
Casimir torque

The expressions for the force between two surfaces derived
by Casimir and Lifshitz assume that the interacting mate-
rials are optically isotropic; however, what would happen
if these materials were optically anisotropic (see Figure 3)?
In the early 1970s, Kats [94] and Parsegian and Weiss [95]
independently answered this question. The expression
derived by Parsegian and Weiss [95] is for the nonretarded
interaction energy (which is generally valid for ≲10 nm and
where the interaction is considered instantaneous) be-
tween two anisotropic dielectric plates, with in-plane op-
tical axes that are parallel to the surface, immersed in a
third medium. They found that the interaction energy de-
pends on the angular orientation of the two plates,
resulting in a torque that would cause their optical axes to
align. In 1978, Barash [96] analyzed a similar problem us-
ing the Helmholtz free energy, which included retardation
effects. In the nonretarded regime, both expressions are in
agreement.

A number of proposals were made for experiments to
detect this torque [97–102], and final experimental confir-
mation came in 2018 [32]. The difficulty in detecting this
torque comes from the need to measure the rotation of one
relatively large body in close proximity to another. For the
case of two parallel, optically anisotropic plates, one could
use a torsional rod to suspend one plate above the other;
however, it is difficult to maintain parallelism of the plates
at separations of less than 1 µm. To circumvent this
obstacle, we made two modifications in our recent exper-
iments [32]. First, we replaced the vacuum gap with an
isotropic solid (Al2O3), which keeps the two plates sepa-
rated at a fixed distance and parallel to each other without
touching. The addition of this isotropic layer also increases
the magnitude of the torque [103]. However, if all three
layers are solids, frictional forces will prevent rotation.
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Second, we replaced one of the solid anisotropic plates
with a liquid crystal. The liquid crystal wets the Al2O3 layer
and is free to rotate. This configuration allows for an all-
optical measurement technique to detect the liquid crystal
rotation caused by the Casimir torque (Figure 3). Further
advances and new techniques to measure ultrasmall tor-
ques [104, 105] could potentially be used in future experi-
ments to measure the Casimir torque between two solid
objects or other rotational or quantum friction effects [106].

The Casimir torque unveils new engineering possibil-
ities to create nanoscale torsional devices and gears based
on quantum fluctuations. Because the torque depends on
the optical properties of the interacting objects, there are
further opportunities to tune this effect using materials
with enhanced anisotropy [107, 108] or one-dimensional
gratings [109]. Similarly, for some materials, different fre-
quency components yield positive or negative contribu-
tions to the torque, suggesting that there could be a
distance dependence in the sign of the torque for some
materials or configurations [110], just as there can be a sign
change in the force. All of these possibilities are nowwithin
experimental reach.

5 Nonequilibrium systems

The theories presented by both Casimir and Lifshitz assume
all interacting objects are in thermal equilibrium with their
surroundings; however, a variety of interesting phenomena
can occur when this condition is relaxed (Figure 4A–C). An
early approach by Henkel et al. [111] showed that for a
particle–plate system where the plate is held at a finite
temperature and the particle is held at 0 K, the particle will
experience a temperature-dependent repulsive force attrib-
uted to the thermal fluctuations from the plate. Using a Rb
Bose–Einstein condensate and a dielectric substrate,
Obrecht et al. [112] were able to make the first measurement
of these nonequilibrium forces and verify the previous
theoretical predictions [113]. Interestingly, they found that by
tuning the temperature of the substrate, the force due to the
thermal fluctuations could either enhance the attraction or
exert a repulsion.

For configurations involving two solid bodies at
different temperatures, e.g., two spheres, a sphere and a
plate [114], or two cylinders [115], not only has enhance-
ment of the attraction or repulsion been predicted but also

Figure 3: Casimir torque. (A)Whenmaterials with optical anisotropy are used instead of isotropicmetal plates, the energy associatedwith the
quantum fluctuations depends on their orientation and results in a torque. This Casimir torque is found to (B) have a sin(2θ) dependence and
(C) decrease in magnitude with increasing separation between the plates. (B and C) Adapted with permission from the study by Somers et al.
[32]. Copyright 2018, Nature Publishing Group.
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a new oscillation in the force is expected as a result of
scattering and interference of electromagnetic waves in the
vicinity of the objects. This apparent oscillation between
the attractive and repulsive regimes leads to multiple sta-
ble separations where the net force is zero. However, one
major drawback of using a temperature difference to push
the system out of equilibrium is that within the experi-
mentally accessible (but still difficult) temperature differ-
ence of a few hundred Kelvin, the repulsive force is quite
small. Further, the attractive equilibrium component
typically dominates the interaction, especially at the
nanoscale. A far greater temperature difference is needed
for the repulsive, nonequilibrium component to dominate
at the submicron regime.

One potential solution to the barriers faced using a
temperature difference to induce a nonequilibrium state
is to instead use an applied bias on one of the bodies to
modify the chemical potential of the photons [116].
Calculations show, similar to a temperature difference,
an applied bias to the plate modifies the chemical po-
tential of the associated photons and can cause the
sphere to experience a repulsion away from the plate. In

the far field (beyond 1 µm), the nonequilibrium force
shows no dependence on the sphere–plate separation
and can simply be interpreted as radiation pressure. In
the near field (down to separations as small as 50 nm),
calculations predict a repulsion conveying the domi-
nance of the nonequilibrium component well into the
submicron regime. Themagnitude of the nonequilibrium
force calculated in this investigation is well within
the measurement capability of current Casimir force
techniques, suggesting the possibility of attaining a
repulsive nonequilibrium Casimir force at nanoscale
separations.

6 Generation of photons from
vacuum

One interpretation of the Casimir effect is that it arises from
the spatial mismatch of virtual photon modes inside and
outside of a cavity. If the boundary of a cavity is oscillating
sufficiently fast to render the process nonadiabatic, a

Figure 4: The Casimir effect beyond static equilibrium. (A) Schematic showing the system pushed out of equilibrium. (B) Experimental
configuration showing the Casimir–Polder interaction between a Bose–Einstein condensate and a plate held at different temperatures.
Reproduced with permission from the study by Obrecht et al. [112]. Copyright 2007, American Physical Society. (C) Configuration where
photons are given a chemical potential based on the applied bias. Reproduced with permission from the study by Chen and Fan [116].
Copyright 2016, American Physical Society. (D) Schematic of the dynamic Casimir effect (DCE) showing the generation of photons resulting
from an oscillating plate. (E) Schematic of a ∼43-mm aluminum coplanar waveguide (CPW) terminated by a SQUID used to detect the DCE. The
parametric inductance of the SQUID is tuned by applying a magnetic flux, which allows for a dynamically changing boundary condition. (F)
Generated photon flux density due to the DCE at a frequency detuned from the central frequency (10.3 GHz) by 764MHz with increasing pump
power. (E and F) Reproduced with Permission from the study by Wilson et al. [117]. Copyright 2011, Nature Publishing Group.
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temporal mismatch of the virtual photon modes inside the
cavity occurs and real photons can be emitted from the
cavity (Figure 4D). This process is referred to as the dy-
namic Casimir effect (DCE) [118].

The simplest system that can produce photons via the
DCE is a single mirror in nonuniform motion [119]. The
emitted photons in turn exert a radiation/damping force on
the mirror, with a magnitude that is proportional to the time
derivative of the acceleration of the mirror [120, 121]. If the
mirror is oscillating at the frequency Ωwith an amplitude of
motion a, photons will be generated in pairs, and the emis-
sion spectrum is proportional to (ac)

2
ω(Ω − ω) based on a

simplified 1D calculation and is symmetric about half the
oscillation frequency [122]; see also the study by Neto and
Machado [123] for the 3D case. The total number of generated
photonswithin time T is found to vary quadraticallywith the
maximum velocity of the oscillating mirror at the rate Ω

3π (
v
c)
2

[124].
Notwithstanding its theoretical interest, a singlemoving

mirror can hardly produce experimentally detectable pho-
tons due to the limitation of the practically achievable me-
chanical oscillation speed (∼10−8 c) and frequency (∼3 GHz)
[119]. However, it is predicted that by adding another parallel
mirror to form a simple cavity, the photon generation rate
can be enhanced by approximately the cavity Q-factor to be
as high as 105 [125], which is attributed to a parametric
enhancement effect [124]. Additionally, a number of studies
have shown that when the intermode coupling condition is
not satisfied, the number of generated photons grows
exponentially over time as N � sin h2(Ωt vc) under resonant
oscillation Ω = 2ωm, where ωm is themth resonance mode of
the cavity [126]. Yet the enhanced photon generation rate
(10−1–10 s−1) is still not adequate to be measured practically
in this configuration.

To overcome the limitation imposed by mechanical
oscillation, a time-varying boundary condition of a cavity
can alternatively be induced with electromagnetic modu-
lation, which gives rise to a modulation of the effective
cavity length as a function of time. Various approaches
along this direction have been proposed, most of which are
focused on illuminating the cavity with short laser pulses
to alter the dielectric function of the intracavity material
(filled completely or partially with a semiconductor)
[119, 127, 128]. In the microwave frequency range, semi-
conductors can behave like a reflective metal mirror under
excitation by a laser pulse and become transparent after
relaxing from excitation, which can result in oscillation
lengths as large as a few millimeters [129–131]. A cavity
inserted with nonlinear materials (e.g., χ(2) or χ(3) materials)
with an effective refractive index that changeswith applied
light field has been proposed as another promising

configuration to achieve measurable DCE photons [132,
133]. These aforementioned modulation methods are
theoretically predicted to yield a much larger photon
generation rate (105–1010 s−1), enabling experimental
detection. In recent years, other novel cavity modulation
methods have drawn increasing attention. In particular, a
superconducting quantum interference device (SQUID)
modulated by a magnetic field flux can mimic a moving
mirror for generating DCE photons, which has experi-
mentally been realized in the microwave regime [117, 134]
(see Figure 4E, F), demonstrating great promises of
extracting the vacuum photons consistently and reliably.
Very recently, an analog DCE has been realized in the near-
infrared regime using a dispersion-oscillating photonic
crystal fiber [135].

7 Vacuum fluctuation chemistry

Apart from the Casimir effect, vacuum field fluctuations
have been attributed to a number of other nonclassical
phenomena, among which their significant influence
on chemistry and materials science has been gaining
attention. As an example, the strong coupling between
vacuum fields in an optical cavity and electronic transi-
tions in a molecule can give rise to two hybrid polaritonic
states (P+ and P−), separated by the Rabi splitting energy
(Figure 5A). In organic molecules, the splitting can be as
large as hundreds of meV due to the large transition dipole
moments and can hence modify the energy landscape of
the reactant molecules. The strong coupling with vacuum
fields is found to dramatically influence the kinetics of
the photoisomeric conversion from spiropyran into mer-
ocyanine (MC) [136]. When the cavity resonance is tuned
with the MC absorption at 560 nm, the photoisomeric re-
action rate is drastically reduced but the final MC yield is
increased by 10% (Figure 5B, C). The modified energy
landscape of a molecule can also be expected to alter the
electron affinity and work function and may find applica-
tions in optoelectronic device design such as light-emitting
diodes (LEDs) and photovoltaics.

Molecular vibrational modes are also able to strongly
couple with vacuum field fluctuations in a microcavity at
room temperature, resulting inRabi splitting anda changeof
the Morse potential and the resultant chemical reactivity
[138–140]. Vibrational strong coupling (VSC) has drawn
increasing interest as the role of the vibrational modes is
decisive in determining the kinetics of isomeric and
other chemical processes, and the potential impact on
bond-selective chemistry is significant. For example, the
ground-state deprotection reaction of an alkynylsilane,
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1-phenyl-2-trimethylsilylacetylene (PTA) placed inside a
microfluid microcavity is found to be slowed by a factor of 5
when the S–C vibrational stretching mode of the reactant is
strongly coupledwith the cavity vacuumfields [141]. Further,
site selectivity can be modified in reactions with multiple
final products so that one product can be favored over the
others. As an example, two distinct sites for prospective silyl
bond cleavage in a silane derivative (see Figure 5D) can be
selectively excited by tuning the cavity (two parallel Au-
coated ZnSe mirrors) into resonances corresponding to the
two distinct vibrational modes (Si–C stretching bond at
842 cm−1 and Si–O stretching bond at 110 cm−1) [137]. When
the Si–C stretching bond vibration is strongly coupled with
the cavity vacuumfield, the total reaction rate is reducedbya
factor of 3.5, whereas the overall rate is slowed by a factor of
2.5 when the Si–O stretching vibration is strongly coupled
(Figure 5E). More interesting, the ratio of the final products
indicates that in either case the VSC modifies the reaction
landscape to favor the Si–O cleavage over the Si–C cleavage

when off-resonance or outside the cavity, which reverses the
selectivity. Vacuum fluctuations can help to control the
chemical landscape and aid in a better understanding of the
reaction mechanisms for a variety of chemical reactions,
including effects in biochemistry and enzyme catalysis [142].

8 Applications to nanotechnology

Because the Casimir force has a strong power law depen-
dence with separation, it becomes the dominant interaction
between objects on the nanoscale. For example, thepressure
resulting from the Casimir force between two parallel plates
separated by 10 nm is approximately 1 atm (or 105 N/m2).
Thus, the Casimir force provides both an impediment and an
opportunity for nanoscale devices [48, 143].

Advances in silicon processing and integrated circuit
technology have allowed for the development of advanced
MEMS. These devices can be found in a variety of

Figure 5: Vacuum fluctuations affecting chemistry. (A) Schematic of the hybridization of energy stateswhen themolecular electron transitions
are strongly coupledwith vacuum fluctuations in a cavity. The kinetics of the photoisomeric conversion fromspiropyran (SPI) intomerocyanine
(MC)measured for baremolecules (red) andmolecules coupledwith cavity vacuum fluctuation (green) in both (B) on-resonance (when cavity is
tuned on resonance with theMC absorption wavelength at 560 nm) and (C) off-resonance cases. (D) Schematic of two silyl cleavage pathways
for a silane derivative with tetrabutylammonium fluoride in a 1:1 mixture of methanol and tetrahydrofuran. (E) The total reaction rate as a
function of cavity tuning (red dots) is modified from the rate outside of the cavity (blue dashed line) when the cavity is tuned in resonance with
the transmission dips (solid blue line) that correspond to the vibrational modes from the infrared absorption spectrum. (A, B, and C)
Reproduced with permission from the study by Hutchison et al. [136]. Copyright 2012, Wiley-VCH. (D and E) Reproduced with permission from
the study by Thomas et al. [137]. Copyright 2019, The American Association for the Advancement of Science.
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technologies ranging from airbag sensors to cell phones.
With a push toward further miniaturization (and the transi-
tion from MEMS to NEMS), movable parts in these systems
begin to experience the Casimir force, which can lead to
stiction and adhesion if not properly designed around
[48, 144]. Alternatively, the Casimir effect can be advanta-
geous in these devices due to its sensitivity to small changes
in distance – examples include actuators [55], devices
exploiting bistability and hysteresis [145–147], chaotic
behavior [148], virtually frictionless bearings [149], etcetera.

Recently, it has been shown that an off-the-shelf MEMS
sensor can be used to measure the Casimir force [150],
which shows how commercial technologies and the Casi-
mir effect are beginning to overlap (Figure 6A). Another
example is a Casimir-driven parametric amplifier [151], see
Figure 6B. This concept involves using the Casimir force to
modulate a MEMS parametric amplifier to enable a very
sensitive voltage measurement technique, which could be
integrated into other sensing devices.

The Casimir force has also found its way into cavity
optomechanics and nanoscale heat transfer. One example
is the use of the Casimir force to engineer dilution in a
macroscopic system involving a SiN membrane and a
photonic cavity [152]. In this case, the Casimir force causes
an additional strain on the acoustic membrane, allowing
the mechanical Q factor to be increased (Figure 6C). In
another example, it has been found that heat can be
transferred through quantum fluctuations, rather than
through the conventional routes of conduction,

convection, and radiation [153], see Figure 6D. This effect is
the result of induced phonon coupling across a vacuum
gap due to the electromagnetic fluctuations. This new
method of heat transfer could play a significant role in
thermal management of future nanoscale technologies.

9 Conclusions

Quantum fluctuations are responsible for a number of
phenomena, which we can begin to engineer through
material properties, geometry, temperature, etcetera. As
we continue to pursue these research directions, the lines
between optics, physics, and chemistry blur as these
fields coalesce and applications emerge in nanoscale
devices, catalytic behavior, and novel chemistry. Herein,
we have outlined several of the recent developments in
Casimir physics and related fields and point to future
directions and developments that we believe will have a
significant impact on science and technology in the
coming decades through the engineering of quantum
vacuum fluctuations.
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